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Abstract—Virtually all modern organizations have embedded 
information systems into their core business processes as a means 
to increase operational efficiency, improve decision making 
quality, and minimize costs.  Unfortunately, this dependence can 
place an organization’s mission at risk if the confidentiality, 
integrity, or availability of a critical information resource has 
been lost or degraded.  Within the military, this type of incident 
could ultimately result in serious consequences including physical 
destruction and loss of life.  To reduce the likelihood of this 
outcome, personnel must be informed about cyber incidents, and 
their potential consequences, in a timely and relevant manner so 
that appropriate contingency actions can be taken.  In this paper, 
we identify criteria for improving the relevance of incident 
notification, propose the use of case-based reasoning (CBR) for 
contingency decision support, and identify key design 
considerations for implementing a CBR system used to deliver 
relevant notification following a cyber incident. 
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I. INTRODUCTION 

 
Virtually all modern organizations have embedded 

information systems into their core business processes as a 
means to increase operational efficiency, improve decision 
making quality, reduce response times, exploit automation, 
and minimize costs [1-2].  However, this dependence can 
place an organization’s mission at risk if the confidentiality, 
integrity, or availability of a critical information resource has 
been lost or degraded.  Within the military, this type of 
incident could ultimately result in serious consequences 
including physical destruction and loss of life.  This concern 
generates the need for personnel to be aware of how cyber 
incidents affect their organization’s mission, so that 
appropriate contingency actions can be taken.  Unfortunately, 
the current cyber incident notification process within the 
United States Air Force (USAF) has many limitations [1].  
While we have recognized several areas which need 
improvement, in this paper we focus upon enhancing the 
relevance of incident notification.   

We seek to gain a better understanding of relevance and 
determine a set of criteria that are essential for providing 
relevant notification.  These criteria are used to evaluate 
current decision support technologies that can be applied to 
the design of a cyber incident notification system.  The 
primary objective of this research is to contribute to the goals 
of the Cyber Incident Mission Impact Assessment (CIMIA) 
program by investigating technologies that can be applied to 

improve the timeliness and relevance of cyber incident 
notification [1, 3-4]. 

This paper is organized in the following manner: Section II 
describes some fundamental aspects about the military domain 
that should be considered in a notification system.  Section III 
establishes an understanding of relevance and identifies 
criteria for providing relevant notification. Section IV 
synthesizes the findings and presents a list of desired 
characteristics that a notification system should embody.  An 
evaluation of existing decision support technologies using the 
criteria revealed that case-based reasoning (CBR) is the most 
suitable for use in incident notification.  Section V provides a 
background on CBR and finishes by highlighting design areas 
for initial consideration, which include: case representation, 
case indexing, knowledge acquisition, and usability.  The 
succeeding sub-sections break out each of these areas in detail.  
Finally, the paper closes with a conclusion and discussion of 
future research. 
 

II. MODELING A COMPLEX DOMAIN 
 
Before examining relevance, it is essential to have an 

understanding about the domain of interest: the military 
environment.  There are some fundamental distinctions 
between military operations and non-military operations.  One 
of these differences lies in the criticality of decision making.  
While most organizations experience loss in terms of dollars, 
poor decision making in the military could result in the loss of 
life [3, 5].  These severe consequences demand that a cyber 
incident notification system take into account some key 
attributes that are intrinsic to military operations.   

First, the military environment is dynamic [6-8].  This 
aspect creates the need to continually update cyber resource 
dependencies to reflect current operational objectives [3].  
Having accurate knowledge about resource dependencies is 
fundamental for maintaining situational awareness (SA).  
Endsley [9] defines SA as “knowing what is going on around 
you" (p. 5).  SA has been recognized as a precursor to decision 
making, and ultimately the performance of actions [9].  
Therefore, a cyber incident notification system must have the 
ability to adapt to the changing military environment to 
enhance a commander's SA. 

Second, warfare is inherently uncertain and unpredictable.  
This aspect is sometimes called the "fog of war" [6, 10-11].  
As a result, military commanders are often limited in the 
availability and quality of information for decision making.  
Joint Publication 3-13 [7] explains that "decisions are made 
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based on the information available at the time" (p. I-8).  
Consequently, it is important that a cyber incident notification 
system can provide benefit to a decision maker even when 
information is missing, incomplete, or uncertain.   

Finally, the complexity in the military environment makes 
it difficult to develop formal models exclusively using 
quantitative data.  Instead, qualitative methods for the 
assessment of resource dependencies can be established based 
on the subjective judgment of knowledgeable individuals.  As 
the environment becomes better understood, quantitative 
metrics can be added to improve accuracy. To fully capture 
the domain, all stakeholders should have the ability to provide 
input.  As a result, a cyber incident notification system must 
make it easy for users to construct and maintain its knowledge 
base [4]. 

 
III. WHAT IS RELEVANCE? 

 
With an understanding of the domain established, the 

concept of relevance is now explored.  The study of relevance 
is most prominent in the field of information science. 
However, there is no generally accepted meaning [12-14].  A 
good working definition is articulated by Saracevic [12]: 
“Relevance is considered as a measure of the effectiveness of 
a contact between a source and a destination in a 
communication process” (p. 321).  Thus, the goal of this paper 
can be thought of as improving the effectiveness of 
communicating cyber incidents to decision makers. 

In general, all definitions of relevance can be grouped into 
two main categories, objective and subjective relevance [15]. 
Objective relevance primarily deals with how well a topic 
search returns results that deal with that topic.  In this view, 
relevance is dependent upon a query and the search algorithm 
of the information system being used.  Consequently, this 
concept is also referred to as system-oriented relevance 
because the role of the user is neglected.  In contrast, 
subjective relevance focuses on how a user perceives the 
effectiveness of information.  Thus, this concept is also 
referred to as user-oriented relevance [13].  This view has 
gained more interest due to the realization that end users are 
the ones who decide whether retrieved information is useful 
[16].  We believe that this type of relevance is most 
appropriate toward achieving effective cyber incident 
notification.   

Because subjective relevance is dependent on the user’s 
perspective, it is much harder to determine universal measures.  
However, there has been some progress toward establishing a 
core set of determinants.  After performing individual studies, 
Barry and Schamber [17] combined their results to produce a 
list of ten criteria that were common between their findings: 
Depth/Scope/Specificity, Accuracy/Validity, Clarity, 
Currency, Tangibility, Quality of Sources, Accessibility, 
Availability of Information/Sources of Information, 
Verification, and Affectiveness.  The significance of this 
research lies in the support of relevance metrics that are 
important in any context.  As a result, these criteria were used 
as a foundation to identify desired characteristics for 

improving relevant notification, and subsequently for 
evaluating different decision support technologies in terms of 
their ability to improve the relevance of notification.   

 
IV. NOTIFICATION SYSTEM EVALUATION CRITERIA 

 
A study of the intended operational environment and the 

relevance literature were synthesized with the goal of creating 
a concise list of criteria that a cyber incident notification 
system should embody.  The study yielded seven evaluation 
criteria that are presented in Table 1.  These metrics were used 
as a means to rank available decision support methodologies 
and technologies for application in a cyber incident 
notification system.  Among the potential candidates were 
business process models, enterprise architecture frameworks, 
CBR, rules-based systems, Bayesian networks, and neural 
networks.   

After a critical review of these methods using the 
evaluation criteria, it was revealed that CBR is most suitable 
for providing relevant notification following a cyber incident.  

 
Table 1.  Criteria for Providing Relevant Notification 

  

Desired Characteristics Definition 

Adaptable to Environment 

Ability of the system to 
continually provide accurate 
information over time; 
flexible to change 

Functions with 
Uncertainty 

Ability of the system to 
provide benefit when 
decision making information 
is uncertain or missing  

Facilitates Knowledge 
Acquisition 

Ease at which the system 
allows any user (i.e. domain 
experts or novices) to enter 
new knowledge  

Low Maintainability 
Ease at which the system 
allows users to maintain the 
knowledge base 

Provides Information 
Depth 

Ability of the system to 
provide sufficient and 
focused information to a 
decision maker (i.e. problem, 
solutions, additional context) 

Presents Information 
Clearly 

Ability of the system to 
display information in a way 
that is easy to understand 

Provides Tangible 
Information 

Ability of the system to 
provide definite proven 
information (i.e. scenarios or 
hard data) 



V. CASE-BASED REASONING 
 

The beginning of CBR can be traced back to the work of 
Schank and his research on dynamic memory [18-19].  While 
usually considered as an artificial intelligence topic, CBR also 
has the interest of cognitive scientists and expert system 
practitioners [20].  The concept behind CBR is summarized by 
Riesbeck and Schank [21]: “A case-based reasoner solves new 
problems by adapting solutions that were used to solve old 
problems” (Pg. 25).  This logic is founded on three underlying 
assumptions listed by Watson [22]: 1) CBR assumes that the 
world is regular; what holds true today will most likely be true 
tomorrow, 2) CBR anticipates that events will repeat because 
it is the sole reason they are remembered, and finally 3) 
similar problems have similar solutions.  

While commonly labeled as a technology, CBR is actually 
a methodology for problem solving [23].  Researchers suggest 
that people cognitively use the concept of CBR on a daily 
basis [24].  This methodology has been used to develop 
systems in a number of areas including law, management, 
health sciences, planning, and technical support [22, 25-28].  
There have been various models created to describe the CBR 
process; however, the most popular one was developed by 
Aamodt and Plaza [18], as shown in Figure 1.   

 
 

Figure 1.  The CBR Cycle [18] 
 

In their cycle, CBR is described by the four REs: 
RETRIEVE, REUSE, REVISE, and RETAIN.  A problem is 
solved by retrieving a past case, reusing the previous case in 
some way, revising the solution after using it, and finally 
retaining the new experience in the case-base by either adding 
the new case or updating existing cases [18].  A unique aspect 
about CBR is that it relies on specific knowledge from past 
events, instead of generalized relationships about a specific 

domain [18].  This ability means that CBR can take advantage 
of storytelling to improve decision making.  Additionally, 
CBR is an approach that allows for incremental learning.  
Once a new case is added to its library, it can be retrieved in 
the future [18].  CBR systems have been particularly useful in 
domains that are not fully understood [29-30].  Overall, these 
findings lead us to believe that CBR is a good fit for the 
complexity found in the military domain.   

The benefits of using CBR in a military context have 
already been recognized.  One of the earliest studies in this 
area was performed by Goodman [31], who developed a 
decision support aid for battle planning.  By taking advantage 
of an existing database containing historical land battles, this 
CBR system retrieved past conflicts most similar to a present 
operation based on user input.  In more current research, 
Jakobson et al. [32] discuss CBR’s potential to aid in 
battlespace management.  Their work particularly focuses on 
the usefulness of CBR within the dynamic environment of 
military operations.  The most similar research to ours was 
performed by Weber and Aha [33], who used CBR as a 
framework to design a Lessons Learned System (LLS).  
Lessons learned are past successes or failures that are pertinent 
to tasks within an organization.  In their work, they combine 
an LLS with a Decision Support System (DSS) used for 
military mission planning.  While using the DSS, the LLS 
automatically notifies a user when there is a lesson applicable 
to the part of the plan that he or she is working on.   

This paper builds upon previous studies by focusing on 
how CBR can be leveraged to provide relevant notification of 
cyber incidents.  To achieve this goal, we have identified four 
key design considerations for applying CBR within a cyber 
incident notification system: case representation, case 
indexing, knowledge acquisition, and usability.  In the 
following sub-sections we discuss each of these areas in detail.  

 
A.  Case Representation  

 
Before knowledge can be acquired for use within a CBR 

system, a case representation format should first be 
determined [34].  Kolodner and Leake [35] define a case as a 
“contextualized piece of knowledge representing an 
experience that teaches a lesson fundamental to achieving the 
goals of the reasoner” (p. 36).  The three major parts of a case 
typically include a problem, a solution, and an outcome [30].   

Cases can store knowledge in different ways.  For example, 
CLAVIER was a CBR system designed by Lockheed to aid 
with the arrangement of composite parts within an autoclave 
(i.e. a large oven).  CLAVIER was able to find past layouts 
that would allow operators to successfully cure the most high-
priority parts at one time [25].  Cases within this system were 
primarily represented by quantitative attributes such as the 
relative position of parts, the positions of tables, and 
production statistics (e.g. start and finish time)  [29].  
Alternatively, cases can store information in the form of 
stories.  For example, the story producer for interactive 
learning (SPIEL) worked in conjunction with a simulator to 
help students learn social skills.  By observing the dialogue 



between the student and simulator, SPIEL 
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Figure 3.  Case Representation for Cyber Incid
   

B. Case Indexing 
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C. Knowledge Acquisition  

 
The process of acquiring knowl

a bottleneck for developing exp
acquisition  processes may involve 
are people dedicated to collecting
[41].  However, hiring knowle
expensive.  Puppe and Gappa 
knowledge acquisition is the best 
The direct method allows experts th
own knowledge and transfer it 
Additionally, our perspective on the
domain suggests the need to captur
the end user.  With this suppor
knowledge acquisition is the mos
collect knowledge for a CBR notific

However, this method must be 
[20] explains that the difficulty o
reason that CBR systems fail in org
essential that users do not feel ov
cases.  To avoid this problem, we r
case acquisition strategy.  In this a
together over a period of days or we

For this strategy to be successf
automated mapping agents and tut
the workload placed on the user.  A
can determine the most frequen
example, a user may connect daily 

lder must take into account 
may type in when searching 

our proposed notification 
users when a case has 

 Therefore, the typical user 
h for a case.   
nly when there is a problem 
r availability (C-I-A) of the 
resource.  From this notion, 

which trigger a case.  When 
ected by C-I-A, no cases are 

with a resource, the CBR 
any cases that match the 

hat the CBR engine must 
of information resources.  It 
on from the steady state.   
s crucial within the military 
tems and their connections 
ortant that indices remain 

NS as an example.  At a 
located via its IP address.  
an index is not appropriate 

e.  Instead, indices must be 
ntation.  Using the example, 
a better choice because it is 
esult, this means there must 
ng the specific IP address to 

edge has been identified as 
ert systems.  Knowledge 
knowledge engineers, who 

g knowledge from experts 
edge engineers could be 

[42] explain that direct 
approach in terms of cost.  

hemselves to formalize their 
into an expert system.  

e complexity of the military 
re knowledge directly from 
rt, we believe that direct 
t appropriate technique to 
cation system.   

addressed carefully.  Aha 
f writing cases is a major 

ganizations.  Therefore, it is 
verwhelmed when creating 
recommend an incremental 
approach, cases are pieced 
eeks.   
ful, we propose the use of 
toring techniques to reduce 
Automated mapping agents 

ntly used resources.  For 
to a specific server outside 



his or her unit.  When a threshold is reached, the agent will 
assume that this connection has an important meaning to the 
user.  Now, tutoring principles can be used as the actual 
method to elicit knowledge about this connection. 

Kim and Gil [43] discuss the benefit of including tutoring 
methods into knowledge acquisition systems.  They describe 
15 tutoring principles that should be considered.  From this 
research, we find two principles that carry over to our work: 1) 
generate educated guesses, and 2) indicate a lack of 
understanding.  For the former principle, an agent could ask a 
user the following: “You [the user] seem to connect to 
resource A frequently, are you performing an important task?”  
This dialogue could then be followed up using the latter 
principle: "How important is this connection to you?”  A scale 
could be included with this message to allow the user to rate 
the importance level.  By using these principles, we believe 
that knowledge about resource dependencies and their 
criticality to mission objectives can be established over time.   

 
D. Usability 
 

When new CBR systems are implemented, they may not 
contain many cases in the case-base.  This issue could result in 
receiving unreasonable solutions from the system, which 
ultimately prevents users from trusting it.  Chan [44] explains 
that adding rules in the early stages of implementation can 
help fix this problem.  Rules-based reasoning (RBR) systems 
have higher initial solution accuracy than CBR systems, as 
shown in Figure 4.   

 

 
Figure 4. Accuracy of RBR vs. CBR Systems [44] 

To increase usability, some rules should be populated into 
the CBR system during the implementation stages.  Once 
enough cases are added to the case-base, the system will no 
longer need to rely on rules to provide accurate solutions.  
Rules take the form of "IF-THEN" statements.  To determine 
an appropriate set of rules, organization members must meet 
and enumerate the most obvious problems from C-I-A 
incidents.  For example, one possible rule might be "IF the 
internet is unavailable, THEN GO81 cannot be used for 
aircraft status reporting." 

Many CBR systems have failed due to the lack of user 
participation, which ceases case library development.  In an 
effort to improve this issue, research by He et al. [45] proposes 
that the integration of Web 2.0 technology and CBR systems 
will help encourage users to become more involved with the 
CBR process.  Because problem solving is a social endeavor, 
they suggest that one reason CBR systems are not broadly 
accepted is due to the lack of a social environment in current 
systems [45].  Similar research on the topic of usability is 
investigating how the design of CBR interfaces can be 
optimized to encourage acceptance by more users [46].  The 
users’ mental model about how a CBR system searches for 
information is also important for success.  Therefore, a good 
interface should provide training to help users understand the 
system [46]. 

Based on the success of the web page Wikipedia, we 
believe that its architecture is an ideal framework to use for 
aiding usability.  Cases can be accumulated in a library that 
has a similar design as Wikipedia.  Using this structure would 
take advantage of consistency, which is one of the key human 
computer interaction design principles [47].  By maintaining a 
format that is familiar, users of our proposed CBR notification 
system may feel more comfortable using it.   

 
VI. CONCLUSION 

 
The current cyber incident notification process within the 

USAF has several limitations.  We have determined one 
significant area needing improvement: relevance.  This paper 
established a list of criteria that are essential for improving 
relevance.  These criteria were used as a means to evaluate 
decision support technologies for improving incident 
notification.  After a critical review of potential candidates, it 
was determined that CBR was the most suitable framework.  
Once selected, initial design considerations were proposed for 
applying CBR within a cyber incident notification system.   

First, a case representation format was designed which 
displays an incident's impact in the form of a picture.  
Additionally, the design allows users to view multiple 
solutions to a problem.  Next, it was established that case 
indices should be stored in an abstracted form so that they can 
endure a dynamic environment without being changed.  Third, 
a knowledge acquisition strategy was proposed that included 
gathering information from users in small chunks over time.  
Finally, some usability aspects were considered, which 
included adding rules to bootstrap CBR systems during 
implementation stages and integrating Web 2.0 to increase 
user participation.   

 
VII. FUTURE WORK 

 
This paper represents the initial research of applying CBR 

within the cyber incident notification domain.  As such, there 
are some areas that have not been addressed.  Uninvestigated 
CBR topics include retrieval and adaptation.  Retrieval focuses 
on finding cases that most appropriately match the current 
situation.  A reliable retrieval method is needed for a CBR 



system to present accurate cases to a user.  Adaptation is a 
process through which cases are altered to help fit a problem 
more precisely.  Including adaptation can enhance the 
usefulness of a retrieved solution.   

Additionally, the proposed system should be scalable along 
a hierarchical chain.  Further investigation on case 
representation is needed to establish the best method to alert 
higher headquarters about problems at the lower 
organizational levels.  Finally, while CBR appears to be a 
feasible methodology to use for cyber incident notification, it 
must be tested.  Future research must build and implement a 
CBR notification system within an organization.   
 

VIII. DISCLAIMER 
 

The views expressed in this article are those of the authors 
and do not reflect the official policy or position of the United 
States Air Force, Department of Defense, or the United States 
Government. 
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